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Introduction 
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We appreciate the opportunity to comment on the NSF and NITRD NCO’s request for 
information (RFI) on the Development of an Artificial Intelligence Action Plan.1 We 
applaud the Office of Science and Technology Policy’s (OSTP) desire to identify policy 
actions necessary to enhance America’s AI dominance. 

The Abundance Institute is a mission-driven nonprofit organization focused on creating 
space for emerging technologies to grow, thrive, and reach their full potential. As such, 
we strongly support Executive Order 14179’s establishment as the policy of the United 
States “to sustain and enhance America's global AI dominance in order to promote 
human flourishing, economic competitiveness, and national security.”2  

AI is set to improve productivity, strengthen our national security, and “secure a brighter 
future for all Americans.”3 But there are threats that could halt those benefits. 
Well-intentioned state legislatures scramble to fill perceived regulatory gaps with what 
amount to hundreds of new hurdles for innovators. Meanwhile, wrapped in red tape, U.S. 
companies  struggle to build the necessary domestic infrastructure, including energy 
infrastructure, to train and deploy powerful AI technology.  

If we stumble or slow, China is poised to take the lead.   

The U.S. must meet these threats with muscular executive action. A robust AI Action 
Plan focused on removing barriers is the first important step.   

As such, we are pleased to offer the following concrete ideas for the AI Action Plan. Our 
recommendations are grouped into direct AI-related actions and those that facilitate the 
energy infrastructure necessary to continue AI innovation in the U.S. 

3 Id. For thoughts on the broad range of benefits of AI, see Neil Chilson, “Stephen Wolfram on LLMs as 
Interfaces,” Getting Out of Control, (May 24, 2024), 
https://outofcontrol.substack.com/p/stephen-wolfram-on-llms-as-interfaces; Eli Dourado, “Heretical 
Thoughts on AI,” Eli Dourado, (January 19, 2023), https://www.elidourado.com/p/heretical-thoughts-on-ai. 

2 Executive Order 14179, Removing Barriers to American Leadership in Artificial Intelligence (Jan. 23, 
2025), 
https://www.federalregister.gov/documents/2025/01/31/2025-02172/removing-barriers-to-american-leader
ship-in-artificial-intelligence. 

1 Networking and Information Technology Research and Development (NITRD), National Coordination 
Office (NCO), National Science Foundation (NSF), “Request for Information on the Development of an 
Artificial Intelligence (AI) Action Plan” (“AI Action Plan”), (Federal Register, February 6, 2025), 
https://www.federalregister.gov/documents/2025/02/06/2025-02305/request-for-information-on-the-develo
pment-of-an-artificial-intelligence-ai-action-plan.   
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Key AI Action Recommendations 

Stem the Flow of Conflicting State Laws 
Problem: State legislatures are actively considering more than 700 AI bills as of the end 
of February 2025 and will probably top 1000 by the end of state sessions.4 Colorado has 
passed a “comprehensive” AI regulation that no one knows how to implement.5 Other 
states, including republican-led states, are considering similar legislation.6 This 
patchwork of conflicting overregulation threatens the Trump administration’s policy 
goal of preserving and strengthening U.S. AI dominance. 
 
Actions:  
Anti-Patchwork Executive Order:  Issue an executive order declaring that it is the 
position of the federal government that there be a unified regulatory regime for AI in the 
U.S., and that regime will be light touch, permissionless, and innovator-led. The 
executive order should:  

● Set forth a use-based approach to AI regulation, emphasizing that AI models are 
general purpose software that, until put to a particular purpose, pose no risk to 
consumers.  

● Direct agencies, including the Department of Commerce, the Department of 
Agriculture, Department of Education, DOE, HHS, and DOT, to offer guidance on 
when state-level AI regulations would exclude a state from eligibility to receive 
funds from federal spending programs, including CHIPS Act and BEAD. 

● Direct relevant agencies to prioritize federal permitting and other regulatory 
processes for projects in states with AI-friendly regulatory environments, as 
determined by the Administration. 

● Declare federal contractors offering AI products and services exempt from state 
AI regulation that would hinder contract performance. 

● Direct the Federal Trade Commission’s Competition Advocacy Program to offer 
comments to state legislatures on proposed AI regulation that highlight the likely 
effects of such laws on competition.  

 

6 Chris Koopman, “Could Texas strangle its AI boom before it starts?” (Jan. 24, 2025), Houston Chronicle,  
https://www.houstonchronicle.com/opinion/outlook/article/texas-ai-regulation-boom-20051399.php. 

5 Jared Polis, Letter to the Colorado General Assembly Regarding the Signing of Senate Bill 24-205 (May 
17, 2024), https://leg.colorado.gov/sites/default/files/2024a_205_signed.pdf; Artificial Intelligence Impact 
Task Force, Report and Recommendations (Feb. 2025), 
https://leg.colorado.gov/sites/default/files/images/report_and_recommendations_0.pdf. 

4 MultiState, Accessed March 11, 2025, https://www.multistate.ai/. 
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Advance Pro-Innovation Federal Law: Develop and urge Congress to pass pro-innovation 
preemption or pass negative laws prohibiting state legislatures from passing particular 
forms of AI legislation. For example,  

● A negative liability law could limit liability of developers of general-purpose AI 
models for damages created by third parties using the model. 

● A safe harbor law could establish a set of light-touch practices that, if performed, 
would exempt developers of general-purpose AI models from other state and 
federal regulatory requirements. 

● A right to compute law could establish that any government actions that restrict 
the ability to privately own or make use of computational resources for lawful 
purposes must be limited to those demonstrably necessary and narrowly tailored 
to fulfill a compelling government interest.7  

 
Dormant Commerce Clause Case: Direct the Attorney General to prepare a brief and 
litigation strategy to support a private dormant commerce clause case. Publicize the 
Administration’s intent to support such cases against any state legislation that threatens 
to undermine U.S. AI leadership.  

Empower the Executive to Direct AI Policy 
Problem: As a general purpose technology, AI touches every industry and sector. This 
means that nearly every government agency has a jurisdictional hook to regulate AI. 
These disparate regulatory forces must be clearly constrained, channeled, and 
coordinated by the White House in order to preserve and improve the U.S. innovation 
environment. 
 
Actions:  
Executive Order on AI Regulatory Planning and Review. In the model of EO 12866, adopt 
an Executive Order governing federal AI regulation. The EO should: 

● Reassert that (consistent with EO 12866) the Vice President is the Executive 
Branch lead on AI policy.   

● Direct the Office of Information and Regulatory Affair (OIRA) to develop a 
benefit-cost rubric to ensure that any AI regulation is justified, proportionate, and 
does not stifle progress while addressing any real risks. Factors in the rubric must 
include: 

1. Economic and Innovation Impact, including any expected productivity 
gains, compliance costs, and effects on market competition and 
investment incentives. 

7 Montana Legislature, Creating the Right to Compute Act and Requiring Shutdowns of AI-Controlled 
Critical Infrastructure, SB 212, 69th Legislature, 2025 Regular Session, introduced February 27, 2025. 
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2. Risk Management and Safety, Does the regulation meaningfully reduce 
empirical and significant risks? What beneficial AI applications might be 
delayed, deterred, or prevented? Does this rule account for varying risk 
profiles in different AI applications (e.g., healthcare vs. entertainment)? 

3. National Security and Geopolitical Positioning. Will this regulation make 
the U.S. a leader or laggard in global AI development? Will it make U.S. 
technology the choice of countries and companies around the globe? How 
will the regulation affect supply chain robustness? 

4. Regulatory Simplicity and Feasibility. Does the rule use regulatorily 
flexible approaches for iterative innovation, sandboxing, and adaptive 
governance, or will it be quickly obsolete by new developments? Is the rule 
straightforward, or does it create regulatory uncertainty? Can this 
regulation be enforced efficiently without excessive bureaucracy? Are there 
non-regulatory approaches (e.g., industry standards, liability frameworks) 
that achieve similar or better outcomes? 

● Require all proposed AI regulation to be reviewed by OIRA and the Vice President. 
● Refocus Chief AI Officers created under the Biden Administration on how to 

deploy and use AI to further their agencies’ missions.  
● Require agency heads to identify in writing their plans for how they will 

streamline and accelerate U.S. AI development in the next 90 days.  
 
Federal Interagency Regulatory Sandbox. Establish a federal interagency AI sandbox to 
accelerate AI innovation in federally-regulated industries.8 The sandbox should have five 
components: 

● Coordinate agency action. Identify agencies that should participate in the 
sandbox and work with each to develop a process for participation, including 
template regulatory mitigation agreements available to sandbox participants.  

● Admit and monitor participants. Govern the participation of parties in the 
sandbox, including by setting and enforcing the criteria for participation, 
establishing the processes for entering and leaving the sandbox, and monitoring 
participation. 

● Maintain shared resources. Maintain key resources for agency and private 
participants, including a repository of template agreements. Access to certain 
federal data sets could also be conditional on sandbox participation (see “Unleash 
the Potential of Unstructured Federal Data for AI Training,” below).  

8 The sandbox would serve a purpose similar to the AI Learning Laboratory created in Utah under its 
Artificial Intelligence Policy Act. See https://le.utah.gov/~2024/bills/static/SB0149.html. Also see the model 
legislation from the American Legislative Exchange Council, available at 
https://alec.org/model-policy/model-state-artificial-intelligence-act/. These models should inform the 
sandbox’s design. 
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● Catalyze regulatory mitigation. Coordinate and support the development of 
time-limited regulatory mitigation agreements between participants and federal 
regulatory agencies. Match participants with involved agencies. Serve as a 
pro-innovation advocate to the agencies as participants   

● Recommend legal changes. Based on knowledge built through sandbox work, 
offer recommendations to agencies and to Congress on regulatory or legislative 
changes needed to streamline development or fill gaps in legal protections. 

 
Rename and Restructure AISI. Consistent with the growth and innovation emphasis of 
this administration, the AI Safety Institute should be renamed, depoliticized, and 
integrated back into NIST’s general structure. Important standard-setting institutions 
are undermined if they are positioned to make controversial policy decisions that should 
be made by elected officials.  
   
Reorienting the federal bureaucracy toward accelerating U.S. AI innovation requires 
strong leadership from the White House. A muscular EO, decisively implemented by 
OIRA, sets the right tone across government. And a vibrant sandbox will help federal 
agencies and innovators alike to learn more about how to collaborate to advance 
American AI leadership. 

Unleash the Potential of Unstructured Federal Data for AI Training 
Problem: The U.S. federal government holds vast troves of economic, demographic, 
scientific, historical, and other data that it has assembled or funded. While some of this 
data is publicly available, much remains inaccessible or stored in formats that hinder 
usability. 
 
A significant portion of this inaccessible data is unstructured—text, images, audio, and 
other formats that lack a predefined model. Many of these datasets have few legal 
constraints and pose no privacy or security risks, yet they remain underutilized. 
Unlocking this data could greatly enhance AI training, benefiting both general AI models 
and specialized applications such as scientific research. 
 
Further complicating access, multiple federal initiatives—such as the National AI 
Research Resource (NAIRR), the Standard Application Process (SAP), and the National 
Secure Data Service (NSDS)—address data access challenges but focus primarily on 
structured, high-quality statistical data, which is costly to curate. Meanwhile, 
unstructured data remains largely overlooked.   
 
Action: The federal government should identify and make available unstructured 
datasets from federal programs. To achieve this: 
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● Survey Federal Data Holdings: Direct the Office of Management and Budget 
(OMB), through the Federal Chief Data Officers Council, to conduct a 
government-wide inventory of unstructured data. This survey should assess data 
types, volume, and accessibility to prioritize high-value datasets for release. 

● Redirect the NAIRR to Unstructured Data: Task NAIRR with creating an AI 
training repository specifically for federally sourced, unstructured data. Agencies 
should be directed to contribute datasets to this repository. 

● Mandate Open Research Access: Require all government-funded 
research—including clinical studies—to be published openly, with associated 
publications and data submitted to the new repository. 

● Ensure Automated Access: Prohibit federal websites from blocking data 
collection by automated tools (“bots”), allowing researchers to retrieve publicly 
available information more efficiently. 

● Digitize National Archives: Launch a large-scale initiative to digitize historical 
records and create a publicly accessible National Archives repository. 

 
Many of these efforts could be implemented through public-private partnerships to 
promote data use while minimizing costs to taxpayers.  

Ensure AI Liability Frameworks Promote Innovation 
Problem: Trial lawyers and plaintiffs currently have strong incentives to misattribute 
liability for any harm resulting from using an AI foundation model to model developers 
rather than the product or service using the model. This misallocation of liability risk 
creates perverse incentives, stifles innovation, and discourages open research. The 
parties best positioned to assess and mitigate risks—deployers who use AI in real-world 
applications—must bear responsibility for ensuring safe use. 

AI model developers create general-purpose tools, but they generally do not control how 
those tools are fine-tuned, deployed, or applied in specific, high-risk environments. Yet 
some regulatory proposals and litigation efforts seek to impose liability on foundation 
model developers. Broad liability at the model development stage would have severe 
consequences, including: 

● Overcautious AI Development: Model creators cannot predict every possible use, 
forcing them to adopt excessive restrictions that would limit the functionality of 
or access to the most effective AI tools. 

● Self-Censorship: Heightened litigation risk triggers one specific form of 
overcaution: unnecessarily constraining the range of topics and viewpoints that 
AI models and AI systems will engage with or reflect.   
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● Anticompetitive Effects: Litigation burdens would disproportionately harm 
smaller or open sources AI developers, entrenching the dominance of large 
technology firms that can afford compliance costs. 

Legislators already recognize that AI harms stem from deployment choices. New York’s 
anti-deepfake law targets those who create and distribute harmful AI-generated content, 
not the developers of image-generation models. This approach should guide federal AI 
policy: liability must attach at the point of use, not creation. A liability framework that 
properly focuses on bad actors—rather than on tool-builders—better ensures 
accountability without stifling innovation. 

Action: The executive branch should take immediate steps to influence the development 
of AI liability regimes. The administration should: 

● Define AI Liability Roles: Direct enforcement agencies such as the FTC and DOJ to 
distinguish between AI developers and deployers in enforcement actions and 
policy guidance. 

● Amicus Effort:  Direct the DOJ to pursue intervening in relevant cases to support 
the development of liability law that focuses on the most proximate cause of 
harm. Oppose liability frameworks that impose undue burdens on foundational 
AI research and building of general purpose tools. 

● Codify Deployers’ Responsibility: Direct sector-specific agencies (e.g., FDA for 
AI-powered medical devices, NHTSA for AI-driven vehicles) to clarify that their 
jurisdiction is limited to industry-specific applications, with the goal of not 
subjecting developers of general purpose tools to overlapping agency jurisdiction. 

Key Energy Policy Recommendations 

Direct the Federal Energy Regulatory Commission to Speed 
Interconnection Processes Within the Regional Transmission 
Operators that they Oversee 
Problem: It takes too long to plug new generators into the grid. The Federal Energy 
Regulatory Commission (FERC) oversees the operations of major grid operators except 
for Texas. Over the last few years, it has become clear that the Texas grid builds much 
faster than other grids. From 2021 to 2023, the Electricity Reliability Council of Texas 
(ERCOT) added 25 GW, compared to the next highest, PJM, at 15 GW. That is, Texas added 
about 70% more, almost double what other grids added. As shown below, Texas stands 
out.  
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Source: Tyler H. Norris, November 2024. 

 
Texas can build fast and power new growth for two interrelated reasons. First, Texas has 
no capacity market, which requires extensive research, complicated modeling, and often 
expensive upgrades before new generation capacity can be added to the grid.9 Texas 
operates an energy-only system. Texas relies only on a “connect and manage” approach 
to grid operation. Generators know that they can be curtailed by the grid operators to 
maintain the safe operation of the system.10 
 
The second reason is that Texas operates more efficiently than other grid operators. An 
energy-only resource in the PJM regional transmission organization system takes just as 
long to add into the grid as a networked resource eligible for additional capacity 
payments.11 Because of this, generators largely ignore the energy-only option as there is 
no market benefit from faster connection.  
 

11 Tyler H. Norris, “Beyond FERC Order 2023: Considerations on Deep Interconnection Reform” (Duke 
University Nicholas Institute for Energy, Environment, and Sustainability, August 2023), 
https://nicholasinstitute.duke.edu/sites/default/files/publications/beyond-ferc-order-2023-considerations-de
ep-interconnection-reform.pdf; Joseph Rand et al., “Characteristics of Power Plants Seeking 
Transmission Interconnection As of the End of 2023” (Lawrence Berkeley National Laboratory, April 
2024), https://emp.lbl.gov/queues. 

10 Jacob Mays, “Generator Interconnection, Network Expansion, and Energy Transition,” IEEE 
Transactions on Energy Markets, Policy and Regulation 1, no. 4 (December 2023): 410–19, 
doi:10.1109/TEMPR.2023.3274227; Josh T. Smith, “Is All This Red Tape Really to Protect Incumbents?,” 
Powering Spaceship Earth, (May 3, 2024), 
https://poweringspaceshipearth.substack.com/p/is-all-this-red-tape-really-to-protect. 

9 Todd Aagaard and Andrew N. Kleit, Electricity Capacity Markets (Cambridge, United Kingdom New York, 
NY: Cambridge University Press, 2022). 
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A swelling body of academic research suggests that the existing operations of capacity 
markets and interconnection need reform to enable faster building and market-driven 
responses to rising electricity costs or rising capacity costs.12  
 
Action: Direct the Federal Energy Regulatory Commission to speed interconnection 
processes within the regional transmission operators they oversee. Set a goal that new 
generation and new loads should be approved and connected to the grid within one year.  
 
Specifically, direct FERC to host a technical conference and begin a related rulemaking 
on capacity markets and large load interconnection processes that clarifies and accounts 
for: (1) the economic foundations of capacity markets and simplifies the conflicting 
processes between regional transmission operators, (2) load flexibility from on-site 
energy assets that includes co-location, (3) the ability to move load from sites where the 
grid is stressed, (4) the possibility of energy parks that incorporate multiple energy 
assets, and (5) the emergence of new energy technologies like batteries. The goal is to 
enable innovation and replace bloated planning with market-driven investments that 
encourage efficiency, adaptation, and innovation. 

Embrace “Build, Baby Build”: Enable All Energy Sources Via 
Permitting Reform 
Problem: Permitting reviews are out of control. Two out of three reviews take longer 
than the two-year timeline required by statute. Final Environmental Impact Statements 
issued in 2024 took a median of 2.2 years and an average of 3.8 years.13 In addition to 
consuming years of time, these reviews are thousands of pages long.14  
 

14 Jennifer Morales and Steffen Rigby, “NEPA Timelines for Clean Energy Projects: Understanding Delays 
in Clean Energy Development,” The Center for Growth and Opportunity, March 12, 2025, 
https://www.thecgo.org/research/nepa-timelines-for-clean-energy-projects-understanding-delays-in-clean-
energy-development/; Aidan Mackenzie, “How NEPA Will Tax Clean Energy” (Institute for Progress, July 
25, 2024), https://ifp.org/how-nepa-will-tax-clean-energy/. 

13 The CEQ report indicates that averages may be skewed by certain projects that take much longer. 
“Environmental Impact Statement Timelines (2010-2024)” (Council on Environmental Quality, January 13, 
2025), https://ceq.doe.gov/docs/nepa-practice/CEQ_EIS_Timeline_Report_2025-1-13.pdf. 

12 Todd Aagaard and Andrew N. Kleit, Electricity Capacity Markets (Cambridge, United Kingdom New 
York, NY: Cambridge University Press, 2022); Todd S Aagaard and Andrew N Kleit, “The Complexity 
Dilemma in Policy Market Design,” Duke Environmental Law & Policy Forum, 2019; Todd Aagaard and 
Andrew Kleit, “Why Capacity Market Prices Are Too High,” Utilities Policy 75 (April 1, 2022): 101335, 
doi:10.1016/j.jup.2022.101335; Molly Robertson, Karen Palmer, and Todd Aagaard, “Reforming Resource 
Adequacy Practices and Ensuring Reliability in the Clean Energy Transition” (Resources for the Future, 
May 2023), 
https://www.rff.org/publications/reports/reforming-resource-adequacy-practices-and-ensuring-reliability-in-t
he-clean-energy-transition/. 
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Action: Work with agencies managing federal land to speed permitting and 
interconnection of energy infrastructure of all kinds and open opportunities for mining 
and energy development of all kinds on federal lands.  
 
In concrete terms, OSTP can work with agencies as they rewrite their 
NEPA-implementing regulations in response to Executive Order 14154 and CEQ’s 
subsequent rescission of its regulations. Under the NEPA statute and CEQ guidance, 
agencies have significant authority to improve their implementation of NEPA.  
 
OSTP should require agencies implementing NEPA to:  

● Consider only the direct, significant, and reasonably foreseeable environmental 
effects. Speculative, indirect, and cumulative impacts must not be considered. 

● Enforce prompt NEPA review timelines. 
● Improve coordination between agencies when multiple agencies are involved:  

- Designate a single lead agency for each NEPA review, responsible for 
issuing a single, consolidated Record of Decision. 

- Require concurrent agency reviews and prohibit sequential reviews. 
- Eliminate duplicative permitting requirements among agencies unless 

explicitly required by law. 
● Expand categorical exclusions: 

- Immediately adopt new categorical exclusions to exempt: 
- Routine infrastructure maintenance and upgrades, 
- Grid expansion and modernization projects, 
- Domestic energy extraction and production activities, 
- Nuclear plant modifications and upgrades that do not significantly 

alter environmental impact, 
- Nuclear plant uprates and capacity expansions, 
- License renewals and life extensions for existing plants, 
- Deployment of next-generation reactors on pre-approved sites, and 
- Co-locating SMRs on existing energy infrastructure sites. 

- Unify exemptions by directing agencies to adopt all existing categorical 
exclusions at other agencies so that the same categorical exclusions are 
available to project sponsors regardless of the agency overseeing the 
permitting process.  

● Prioritize permitting for projects designated by the National Energy Council as 
critical for energy dominance. These include: 

- Nuclear energy projects, including SMRs and advanced reactors, 
- Domestic oil, natural gas, and hydrogen infrastructure, 
- Liquefied Natural Gas (LNG) terminals, 
- Electrical transmission lines, 
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- Mining and mineral extraction for critical energy materials, and 
- Energy production from any fuel source. 

● Enable the use of federal lands for energy development and production of all 
kinds.  

Direct the NRC to Replace Linear No-threshold Modeling 

Problem: The U.S. builds nuclear at a glacial pace. The Connecticut Yankee nuclear plant, 
which began operating on January 1, 1968,  took five years and $1 billion (in today’s 
dollars) to permit and build.  In contrast, Vogtle’s nuclear reactor in Georgia took 14 years 
and over $30 billion.15 Poor regulation is the problem—particularly the “As Low as 
Reasonably Achievable” (ALARA) standard and the linear no-threshold (LNT) model.16 
These lack well-defined limits, ignore radiation dosage and timing, and force excessive 
mitigation efforts. These rules have stifled nuclear expansion since the mid-to-late 
1980s, creating skyrocketing costs and halting additional capacity.17 ALARA prevents 
cost reductions because regulators could interpret cost savings and profitability to imply 
that additional radiation emissions reduction efforts could have been done.18 

Action: Direct the Nuclear Regulatory Commission (NRC) to replace linear no-threshold 
modeling with standards that account for dosage and timing. Specifically, the NRC must:  

● Clarify ALARA guidelines to establish reasonable, cost-conscious thresholds 
rather than open-ended requirements. 

● Replace the LNT model with a more risk-informed framework that considers 
dosage and timing for radiation exposure. 

● Refine and streamline the NRC’s rules created under the direction of the 2019 
Nuclear Energy Innovation and Modernization Act (NEIMA). NEIMA required the 
NRC to establish new licensing processes for nuclear reactors and advanced 
reactors, but its proposals have been unwieldy and failed to create the NEIMA 
authors’ envisioned and intended surge of small modular reactor (SMR) 
companies or deployment of SMRs or advanced reactors.19 

19 Adam Stein, “Draft for the NRC’s Rulemaking on Risk-Informed, Technology-Inclusive Regulatory 
Framework for Advanced Reactors” (Breakthrough Institute, January 31, 2022), 
https://adamswebsearch2.nrc.gov/webSearch2/main.jsp?AccessionNumber=ML22038A112. 

18 Grant Dever, “The Urgency of Rethinking U.S. Nuclear Energy Regulation” (The Foundation for 
Research on Equal Opportunity, July 30, 2022), 
https://freopp.org/whitepapers/rethinking-u-s-nuclear-energy-regulation/. 

17 Jack Devanney, “A Letter to Elon,” Gordian Knot News, February 15, 2025, 
https://jackdevanney.substack.com/p/a-letter-to-elon. 

16  Jack Devanney, “ALARA,” Gordian Knot News, April 5, 2023, 
https://jackdevanney.substack.com/p/alara. 

15 Josh T. Smith, “Connecticut Yankee: 5 Years and $1 Billion,” Powering Spaceship Earth, December 7, 
2024, https://poweringspaceshipearth.substack.com/p/connecticut-yankee-5-years-and-1. 
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Supercharge Small Modular Nuclear in the US by Settling the 
Lawsuit Against the NRC Brought by Utah, Texas, and Last 
Energy 
Problem: The Nuclear Regulatory Commission (NRC) is overstepping its authority by 
asserting licensing jurisdiction over the construction and operation of all nuclear 
reactors, regardless of how small and safe they are. The Atomic Energy Act of 1954 
explicitly excludes small and safe reactors from the statutory definition of Utilization 
Facility, and therefore, the NRC lacks legal authority to license or restrict construction 
and operation of those reactors. Licensing authority for these classes of reactors properly 
belongs to the states. 
 
States and commercial nuclear startups have now sued the NRC to overturn this aspect 
of NRC’s Utilization Facility Rule, opening the door for rapid deployment of test reactors, 
microreactors, and small modular reactors. If this lawsuit is successful, America could 
experience a nuclear renaissance. Nuclear costs would plummet as repeatable and 
manufacturable commercial reactors are deployed and rapid iteration of test reactors 
proceeds. 
 
Action: The Trump Administration should welcome the Texas v. NRC case on the 
Utilization Facility Rule and direct the DOJ to settle the case immediately in favor of the 
plaintiff’s claims.20 This will usher in a new age of nuclear energy abundance. Among the 
many other benefits, there would be ample energy to power data centers needed for AI 
supremacy. 

Conclusion 
Thank you for considering the above recommendations. Maintaining the U.S. 
lead in AI development and deployment is a critical priority, and there is much 
that the President and his administration can do to clear the path for American 
innovators and entrepreneurs.  We look forward to supporting such efforts. 

 

 

20 Eli Dourado and Christopher Koopman, “A Lawless NRC Obstructs Safe Nuclear Power,” Wall Street 
Journal, January 5, 2025, 
https://www.wsj.com/opinion/let-states-run-small-nuclear-reactors-energy-policy-f92488ae. 
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Key AI Resources  
● Neil Chilson, Red Flags in AI Legislation, Getting Out of Control (March 6, 2025).  
● Taylor Barkley, Logan Whitehair, Ahmad Nazeri, and Neil Chilson, Resetting AI 

Regulation: Key Takeaways from EO 14110’s Repeal, Now + Next (January 24, 2025). 
● Jan Zilinksy and Thomas Zeitzoff, Working Paper: Artificial Intelligence, Social 

Media, and the Politics of Anti-Technology, Abundance Institute (September 2024). 
● Neil Chilson, Red Teaming AI Legislation: Lessons from SB 1047, Getting Out of 

Control (August 25, 2024). 
● Neil Chilson, AI is no reason to limit political speech, Now + Next (May 14, 2024). 
● James Ostrowski, Regulating Machine Learning Open-Source Software, Abundance 

Institute (May 2024). 
● Nirit Weiss-Blatt, Adam Thierer, and Taylor Barkley, The AI Technopanic and Its 

Effects, Abundance Institute (May 2024). 
● Neil Chilson and Adam Thierer, The Coming Onslaught of “Algorithmic Fairness” 

Regulations, Regulatory Transparency Project (November 2, 2022) 
● Jim Harper, Grading the Government’s Data Publication Practices, Cato Institute 

(November 5, 2012).  
● Jim Harper, Publication Practices for Transparent Government, Cato Institute 

(September 23, 2011). 
 

Key Energy Resources 
● Lynne Kiesling, Innovating Future Power Systems: From Vision to Action, Knowledge 

Problem (February 27, 2025) 
● Josh Smith, Unlock the potential of federal lands, Powering Spaceship Earth 

(January 25, 2025). 
● Josh Smith, Answering the call to build, Powering Spaceship Earth (January 5, 

2025). 
● Josh Smith, A crisis of our own making?, Powering Spaceship Earth (August 16, 

2024).  
● Austin Vernon, Policies to Take Advantage of Falling Solar Hardware Costs, 

Abundance Institute (July 2024). 
● Lynne Kiesling, Data Center Electricity Use 1: Framing the Problem, Knowledge 

Problem (June 19, 2024). 
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