
Artificial intelligence (AI) is important because 

human intelligence is so important. AI amplifies 

human intelligence, enabling us to complete tasks 

with greater efficiency, productivity, quality, 

and creativity. 

Poorly crafted regulation will delay or prevent 

AI-driven improvements to healthcare, education, 

and overall economic growth. It will cost 

America its leadership in AI development and 

allow China to dominate the global marketplace. 

To ensure well-crafted, targeted legislation 

that effectively addresses legitimate concerns 

without stifling innovation, it’s essential for 

policymakers to ask the right questions and cut 

through the hype, fear, and technical jargon.

KEY QUESTIONS FOR EVALUATING AI LEGISLATION

→ Ask these questions to determine if proposed AI legislation addresses legitimate 
risks without hindering innovation.

Has AI been sufficiently defined?

The definition of ‘AI’ is the foundation of any regulatory proposal, 
yet there is no consensus on a scientific definition. Many proposals use 
overly broad definitions that sweep in large swaths of existing software, 
threatening to stifle innovation across the entire digital ecosystem. 
Focusing on specific types and uses of AI, such as “generative AI” 
(systems that create original content based on learned patterns), can 
help target legitimate concerns while limiting unintended consequences 
for other beneficial applications. Avoid using broad terms and phrases 
like “algorithm,” “automated decision making,” “computational processes,” 
and “machine learning,” because these and similar phrases would regulate 
traditional computer software.

Evaluating AI 
Policy Proposals

THE FUTURE IS BRIGHT
Goldman Sachs (2023)* predicts AI 
will drive a 7% increase in global 
GDP over the next 10-year period. 
That means 10 years from now AI 
will help bring...

$5K-10K MORE IN 
AMERICANS’ POCKETS

https://www.goldmansachs.com/intelligence/pages/genera-
tive-ai-could-raise-global-gdp-by-7-percent.html.

* 

C H E AT  S H E E T

1.5% INCREASE/YEAR  
IN US PRODUCTIVITY

A $7T INCREASE IN 
THE GLOBAL ECONOMY
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Is this really about AI?

Many proposed “AI” regulations 
merely repackage longstanding 
policy fights around issues like 
intermediary liability, privacy, 
intellectual property, and bias. 
Vague definitions of “AI” can be 
a backdoor to revive stagnant 
proposals under the guise of 
addressing supposedly novel AI 
risks. Understanding the history 
of a proposal provides vital 
context for evaluating whether it 
is a well-targeted response to 
new challenges posed by AI or a 
preexisting agenda  
in new clothing.

Has the proposed legislation 
adequately identified specific harms?

Effective legislation must be 
crafted to address clearly 
articulated, concrete harms. 
Vague or subjective harms open 
the door to arbitrary enforcement 
and government overreach. If 
proponents cannot specify the 
tangible harms to people that the 
legislation prevents or addresses, 
that’s a giant red flag. Legislation 
targeting clear harms like physical 
injury or financial loss is more 
likely to benefit constituents 
without unduly burdening 
innovation.

Have current legal & regulatory powers failed to address these specific harms?

As a general-purpose technology, AI is being deployed across a wide range 
of industries, many of which already have robust regulatory structures in 
place. For example, the leadership from the Department of Justice, Federal 
Trade Commission, Consumer Financial Protection Bureau, and Equal Employment 
Opportunity Commission released a joint statement in 2023 that declared, “Our 
Agencies’ Enforcement Authorities Apply to Automated Systems.” New AI legislation 
should aim to fill genuine gaps, not duplicate or conflict with existing sector-
specific laws at the state and federal levels. Proponents of new legislation 
should be able to explain why current regulations are inadequate to address the 
identified harms.

Will this legislation support an open and dynamic industry?

Open source software – software that is built and shared collaboratively, often 
by volunteers – powers major parts of the software economy. It remains a vital 
channel of innovation and competition that fosters disruptive change and wild 
creativity. Legislation can impose compliance burdens that are difficult or 
impossible for open source projects to comply with, because there is no single 
company with a revenue stream and business interest to drive that compliance. 
Much legislation does not consider this negative effect; some legislation even 
directly targets open source software.

ABOUT THE ABUNDANCE INSTITUTE: The Abundance Institute is a mission-driven nonprofit based in Utah creating 
space for emerging technologies to grow, thrive, and have a chance to reach their full potential.
Learn more at abundance.institute or contact Taylor Barkley (taylor@abundance.institute).
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